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I. INTRODUCTION 

Numerous specialized and investigative issues are identified with information with the arranged nature, 

which can be moderately basically spoke to by method for diagram structures. Charts give an exceptionally 

adaptable reflection for portraying connections between discrete articles. Numerous functional issues in 

experimental registering, information examination and different territories can be demonstrated in their vital 

structure by charts and fathomed with the fitting diagram calculations. In numerous situations diagram structures 

are big to the point that they require particular preparing systems, particularly parallel ones. This turns out to be 

especially indispensable for information accumulations gave by clients leaving their follows in different online 

or correspondence administrations, for example, mixed media distributed gateways or long range interpersonal 

communication locales, e.g. YouTube or Facebook. Furthermore, these datasets reflect different client conduct, 

so their chart representation may be mind boggling with numerous connections connecting system hubs. This 

requires diagnostic routines managing with basic charts as well as hyper diagrams or multi charts. As chart 

issues become bigger in scale and more eager in their intricacy, they effortlessly exceed the calculation and 

memory limits of single processors. Given the accomplishment of parallel registering in numerous ranges of 

experimental figuring, parallel handling gives off an impression of being important to beat the asset 

confinements of single processors in chart calculations. Parallel diagram calculation is, then again, difficult [1] 

and before the appearance of distributed computing and Hadoop, developers needed to utilize illsuited dispersed 

frameworks or outline their own particular frameworks, which required extra push to give adaptation to internal 

failure and to deliver different issues identified with parallel preparing [2]. The ascent of the MapReduce idea 

and Hadoop—its open source execution—gave analysts a capable apparatus to process vast information 

accumulations. As of late, Hadoop has turned into an accepted standard in the educated community and a 

noteworthy answer for parallel preparing in industry. It has been utilized as a part of different territories, 

including some diagram handling issues [3].  

 

II. RELATED WORK 

The dynamic improvement of dispersed and distributed computing has prompted stable answers for 

monstrous information handling. These days, there is an increased spotlight on new models valuable for 

particular sorts of preparing. On top of disseminated stockpiling frameworks numerous arrangements committed 

for specific errands are situated, for instance quick arbitrary access information, pipeline preparing, chart 

calculations, and so forth [13]. There are a few ideas for parallel preparing in groups. Two of them are generally 

utilized as a part of disconnected from the net bunch investigation frameworks and legitimacy uncommon 

consideration: MapReduce and the less famous Bulk Synchronous Parallel (BSP). The previous is particularly 

Abstract: More vast information accumulations are assembled worldwide in different IT frameworks. A large 

number of them have an arranged nature and should be prepared and examined as diagram structures. Because 

of their size they all the time require the utilization of a parallel worldview for effective calculation. Three 

parallel procedures have been looked at in the paper: MapReduce, its guide side join augmentation and Bulk 

Synchronous Parallel (BSP). They are actualized for two diverse diagram issues: figuring of single source 

most brief ways (SSSP) and aggregate order of chart hubs by method for social impact proliferation (RIP). The 

techniques and calculations are connected to a few system datasets contrasting in size and basic profile, 

beginning from three areas: telecom, sight and sound and microblog. The outcomes uncovered that iterative 

diagram preparing with the BSP execution dependably and fundamentally, even up to 10 times outflanks 

MapReduce, particularly for calculations with numerous emphasess and scanty correspondence. The 

augmentation of MapReduce taking into account guide side join is normally described by better productivity 

thought about to its birthplace, despite the fact that not as much as BSP. All things considered, MapReduce 

still remains a decent option for colossal systems, whose information structures don't fit in neighborhood 

recollections. 

Keywords: Large graph processing, Parallel processing, Big data, Cloud computing, Collective classification, 

Shortest path, Networked data, Bulk Synchronous Parallel, MapReduce 

 



2
nd

 National Conference On Developments, Advances & Trends in Engineering Science [NC- DATES2K16] 

CMR ENGINEERING COLLEGE, Kandlakoya (V), Medchal Road, Hyderabad-501401                      20 | Page 

exceptionally prevalent and connected to numerous genuine arrangements [13]. The general thought behind the 

Bulk Synchronous Parallel (BSP) strategy was initially begat and concentrated on in mid 90s [11,14]. As of late, 

it was adjusted by Google to chart handling in mists in the framework [2]. roused others to make comparable 

frameworks, some of which are open source. The outline of huge scale chart motors is introduced in which 

contains diagram frameworks intended to accomplish diverse objectives—from logged off examination 

framework to online low-idleness frameworks.  

 

An exact correlation of distinctive ideal models for expansive scale chart preparing is introduced in 

[18]. In any case, the introduced ideal models require a restrictive and/or prototypical stages, while, in this 

paper, we concentrate on methodologies which are accessible on Hadoop, an exceedingly prominent, open 

source stage, which can be keep running on an arrangement of ware equipment. As far as chart handling, they 

saw that the Breadth First Search calculation (for the most limited way calculation) can't be productively 

executed by method for the MapReduce model. In this paper, we go ahead and concentrate more on an 

experimental correlation for this present reality information sets, utilizing accessible executions and in addition 

assessment for an extra chart issue—aggregate arrangement. The general conclusions continue as before: BSP 

normally gives off an impression of being a superior model for taking care of chart issues than MapReduce. The 

outcomes incorporated into this paper give quantitative investigations supporting that announcement.  

 

III. PARALLEL ARCHITECTURES FOR DIAGRAM HANDLING 

Despite the way of a specific computational issue it can be paralleled and scaled well when the general 

arrangement is adjusted regarding the issue arrangement, the calculation communicating the arrangement, the 

product that actualizes the calculation and equipment. The calculations, programming, and equipment that 

worked legitimately for standard parallel applications are not as a matter of course compelling for vast scale 

diagram issues. All in all, diagram issues have particular properties that make them hard to fit in existing 

disseminated computational arrangements. Among others, the accompanying attributes of chart handling reasons 

challenges in compelling parallel preparing:  

 

Computation driven by social information. The dominant part of diagram calculations are executed by 

structure of a chart, where calculation for each next vertex is entirely subject to the outcomes figured for all 

predecessors. It implies that the calculation depends on the diagram structures instead of on expressly expressed 

successive handling. This infers the structure of the entire calculation is not known toward the start of execution 

and productive parcel is not really conceivable.  

 

Diverse and uneven information structures. Normally diagram information is exceptionally 

unstructured or sporadic, which don't give numerous alternatives for parallel preparing taking into account 

dividing. Also, a skewed conveyance of vertex degrees makes adaptability troublesome, restricting it to uneven 

computational burdens.  

 

High over-burden for information access in correlation to calculation. Calculations frequently 

investigate charts as opposed to performing complex calculations on their structure, e.g. the most limited way 

issue requires just single math operations in way cost estimation be that as it may, requires the execution of 

numerous information inquiries. Runtime can be simple ruled by the sit tight for memory access, not by 

computational exercises. Because of the way that economically accessible PC apparatuses have differing 

capacities there can be recognized a few handling architectures suitable for unmistakable equipment. Contingent 

upon the measure of accessible stockpiling and memory for calculation the information may be handled in an 

alternate way, diminishing or expanding the idleness. There can be recognized conveyed memory architectures 

and shared-memory architectures.  

 

3.1. Conveyed memory building design 

The most far reaching class of parallel registering is conveyed memory building design. This structural 

engineering contains an arrangement of machines (an arrangement of processors and stockpiling/memory) 

joined by a rapid system. It is conceivable that nature can be made out of very regular machines and this makes 

the structural engineering modest. As indicated by reported results the structural planning is successful on 

numerous logical issues however can deal with just unimportantly paralleled calculations. The general thought 

behind the circulated memory building design is to execute the message passing strategy. In this strategy the 

information is partitioned into the recollections of diverse machines. The conveyance of the information is 

controlled halfway and this implies it must be moreover chosen which processor performs which undertakings. 

 Typically information from memory is handled by a nearby processor. The appropriated memory 
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building design has a major inconvenience: all undertakings to be performed must be expressly figured toward 

the start of calculation. Notwithstanding it implies that the client can totally  

 

control the calculation. Because of the way that the information is traded between processors by an uncommonly 

composed message passing convention, the client needs to determine it. This makes the building design 

extremely adaptable yet full control of correspondence and information apportioning can impact blunders. Such 

issues can be overpowered by the utilization of models, for example, the MPI convention. For whatever length 

of time that the structural planning empowers full customization of usage, savvy clients can plan such a 

framework acknowledgment, to the point that accomplishes superior.  

 

3.2. Shared-memory structural planning 

There are two conceivable acknowledge of shared-memory structural planning in registering: 

equipment based or programming based. Both of these methodologies are required to give backing to worldwide 

memory available for all processors. section, the UPC execution is really a sample of programming giving the 

deception of all around addressable memory yet at the same time taking a shot at unmistakable machines. 

However, the backing for a worldwide location space can likewise be given in equipment.  

 

One of the basic acknowledge of shared-memory construction modeling are symmetric processors 

which can use worldwide memory generally. The building design accept that, on account of legitimate 

equipment bolster, any processor can get to addresses in worldwide memory. This element permits processors to 

recover the information straightforwardly and generally in a brisk way. Furthermore, arrangements of 

profoundly unstructured issues, for example, chart preparing, may profit by that trademark and accomplish a 

higher execution than situations in view of a circulated memory structural planning. The common memory 

methodology is not perfect and string synchronization and planning uncover another execution challenge. For 

example, if a few strings are attempting to get to the same locale of memory, the framework must apply some 

convention to guarantee right program execution. Clearly, a few strings may be obstructed for a timeframe. 

Another discernible issue that must be considered while executing the structural planning is the way that the best 

productivity is gotten when processors are kept involved with an expansive number of strings. Luckily, 

numerous chart calculations can be composed in a multi-string design. However this may suggest increments of 

memory access.  

 

At last, the building design requires processors that are not custom and more costly than the ones 

utilized as a part of conveyed memory structural planning. In addition, the preprocessors have a much slower 

clock than standard ones. Despite the fact that the structural engineering is very intriguing, adaptable and more 

viable, it won't not be the most alluring for diagram handling.  

 

IV. OPEN SOURCE PARALLEL PROGRAMMING MODELS 

The fundamental reason for this paper are near investigations of diverse useful ways to deal with 

parallel chart preparing utilizing open source stages. Specifically, the most prevalent MapReduce (MR), see 

Section 4.1, and less basic Bulk Synchronous Parallel (BSP), are considered. Furthermore, an augmented form 

of MapReduce, to be specific, guide side join alteration of MapReduce (MR2), together with MR and BSP have 

been tentatively general correlation of these three methodologies is portrayed in. All in all, MapReduce-based 

arrangements (MR and MR2) require chart information to be re-dispensed at every calculation emphasis, while 

BSP empowers them to be appointed just once, toward the starting. Furthermore, MR and MR2 use the Hadoop 

Distributed File System (HDFS), which encourages handling of gigantic diagrams. BSP, thusly, stores its 

information in the nearby memory. 

 

4.1. MapReduce 

MapReduce is a parallel programming display particularly committed for intricate and dispersed 

calculations, which has been gotten from the utilitarian worldview [13]. By and large, MapReduce preparing is 

made out of two back to back stages, which for most issues are rehashed iteratively: the guide and the lessen 

stage. The previous procedures the information on hosts in parallel, while the last totals the outcomes. At every 

cycle freely, the entire information is split into lumps, which, thusly, are utilized as the data for mappers. Every 

piece may be handled by stand out mapper. Once the information is prepared by mappers, they can discharge 

⟨key, value⟩ sets to the decrease stage. Before the diminish stage the sets are  

 

sorted and gathered by key qualities, subsequently every reducer gets the rundown of qualities identified with a 

given key. The solidified yield of the diminish stage is spared into the appropriated record framework, see Fig. 
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1. The MapReduce model is as of now an experienced idea and despite the fact that it has not been initially 

intended to process charts, an arrangement of outline examples for diagram preparing have been produced.  

 

These great practices demonstrate to express iterative calculations in MapReduce, however they don't 

conquer the broadly conspicuous inefficiencies of MapReduce model in organized information preparing. On 

account of iterative diagram preparing calculations, the chart structure and other static information, which don't 

change through calculation, must be exchanged over the system of computational hubs from mappers to 

reducers at every single cycle. It causes an extraordinary system overhead and gives off an impression of being 

the best entanglement of charts preparing by method for MapReduce. The stateless, two staged computational 

nature of MapReduce does not permit vertices to dwell on the same host for all emphasess. It implies that after 

each guide decrease cycle, the whole information must be composed to the worldwide memory with a specific 

end goal to be expended in the following emphasis. Since the appropriated record framework serves as the 

worldwide memory in the cloud environment, the entire calculation is extremely circle escalated. Moreover, the 

guide and lessen laborers dwell on distinctive physical machines and consequently, the information is always 

exchanged over the system, which is the rare asset in the cloud environment 

. 

 
Fig. 1. Data flow in the MapReduce programming model. 

 

4.2. BSP—Bulk Synchronous Parallel 

To address the issue of MapReduce wastefulness for iterative chart handling, Google has made another 

an appropriated, flaw tolerant framework called Pregel [2], which depends on the Bulk Synchronous Parallel 

(BSP) preparing model [11]. Despite the fact that Pregel is an exclusive framework, it has roused the production 

of a few open source frameworks which actualize the BSP model. The calculation process in BSP involves a 

progression of super steps (equal to MapReduce cycles), see Figs. 2. In each super step, a client characterized 

capacity is executed in parallel on each thing from the dataset going about as an operators. Pregel and Pregel-

enlivened diagram examination frameworks are vertex-driven: a solitary operators calculation has a chart 

representation in BSP. It comprises of chart vertex identifiers, their present values or states, and arrangements of 

vertices' active edges. Prior to any calculation, all chart vertices are parceled and stacked into the nearby 

recollections of machines (hosts). They stay there all through all calculations, so that the entire preparing is 

completed utilizing the nearby has' recollections.  

 

Chart preparing in BSP is sorted out by method for messages sent between machines facilitating 

individual diagram vertices. At each super step, every host gets from different hosts the messages identified with 

vertices protected by this host and executes a client characterized calculation capacity. This capacity performs 

nearby preparing on neighborhood vertices and sends messages to some or every one of vertices' neighbors in 

the chart. Once the neighborhood calculation is done for a given vertex, handling deactivates itself and the host 

sits tight for all different vertices to wrap up. The hindrance of the synchronization system permits the following 

super stride to start when handling for all vertices is finished in the present super step. A short time later, just the 

vertices that have gotten a message are initiated 
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Fig. 2. Data flow in the Bulk Synchronous Parallel programming model. 

 

V. SIMILITUDES IN THE MIDDLE OF MAPREDUCE AND BSP 

Both BSP and MapReduce models contrast from numerous points of view however at the same time 

they have numerous normal elements, which open them to bottlenecks in chart handling and in addition raise the 

potential outcomes for comparable upgrades. Some pragmatic improvements that can be connected for both 

models are introduced in Sections 5.1 and 5.2. At last, the new guide side join outline design for MapReduce 

diagram handling is proposed in Section 5.3. It wipes out passing the diagram structure in the middle of guide 

and diminish stages, bringing the two models much closer.  

 

5.1. Parceling of the chart vertex set 

As a matter of course, in both MapReduce and BSP models, chart vertices are divided with the end goal 

of calculation and they are doled out to has taking into account a given, altered hash capacity. This empowers 

the specialists hosts to serve a comparative number of vertices. Then again, it would be useful for both models, 

if chart topologically close vertices would be handled on the same physical machine. It would expand 

neighborhood processing and reduction system exchange. Hence, the impacts of diagram apportioning were 

concentrated on for both the MapReduce model and for the BSP model. Usually, two sorts of dividing may be 

recognized: (i) range and (ii) group parceling. The previous parts vertices utilizing the from the earlier 

information about them, e.g. clients from the same topographical locale, sites in the same dialect, and so forth. 

Then again, the bunch dividing endeavors to concentrate gatherings of vertices nearly interlinked in the diagram. 

Both of these methodologies have two noteworthy disadvantages, for which the parceling viewpoint was 

deserted from the exploration displayed in this paper. The reach parceling requires somewhere in the range of 

from the earlier learning about hubs, which is inaccessible, if the source information is anonym zed—the 

instance of the information sets utilized as a part of tests. The chart vertex bunching, thusly, is a complex and 

asset devouring errand itself, particularly for expansive diagram structures.  

 

5.2. Accumulation of messages  

Dispersion of a workload identified with preparing of a solitary vertex is difficult to advance in both 

models. Generally speaking, the whole calculation for a given vertex is constantly executed on a solitary 

machine. Since this present reality complex system information sets fulfill the  

 

power-law dispersion for in-degree values, a couple vertices may require significantly more preparing than the 

majority of the others. It makes down to earth burden adjusting hard to accomplish both for the MapReduce and 

SSP model. Furthermore, the aggregate calculation length of time relies on upon the handling time of the for the 

most part stacked computational hub and is substantial for both models, even with impeccable adjusting and 

versatility. This issue can be incompletely tended to by the presentation of purported combiners, additionally to 

be utilized both as a part of MapReduce and BSP. Combiners can assemble messages bound to any vertex 

beginning from the same machine. They are executed after the  

 

guide stage in the MapReduce model and after the calculation stage, before messages are sent, in BSP. 

Combiners can circulate the workload associated with high-degree vertices and point of confinement the 

quantity of messages exchanged over the PC system. Shockingly, there is one noteworthy confinement for this 

arrangement—operations on the information must be combined and acquainted, and this condition is not met for 

the greater part of the diagram calculations. The impact of utilizing combiners for MapReduce is broadly 

examined in [4], while no proportional studies are known for chart handling in BSP.  

 

VI. TRIAL ENVIRONMENT 
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The principle objective of analyses was to approve and think about the open source parallel 

programming models: (1) MapReduce (MR), (2) MapReduce with guide side join (MR2) and (3) Bulk 

Synchronous Parallel (BSP), see Section 4. These three methodologies: MR, MR2 and BSP were assessed 

regarding computational intricacy for unmistakable settings of a conveyed domain. The proficiency measures 

were recorded for groups with different quantities of computational hubs (from 10 to 85 machines). The 

investigation was performed for unmistakable true datasets and for two diagram examination issues: SSSP and 

RIP, see Section 6. Since all usage required the same number of calculation emphasess (equivalent to 10) to 

reach palatable soundness of results, the mean execution time of a solitary cycle was utilized as the assessment 

measure as a part of request to think about all methodologies.  

 

The trials were completed utilizing a group situation gave by the Wroclaw Networking and 

Supercomputing Center. The conveyed framework comprised of 85 indistinguishable machines with 4 CPUs, 16 

GBRAMand 750 GB of capacity each. PCs were associated through 1 Gb/s Ethernet. The investigations were 

conveyed on Hadoop (form 0.20.205.0) and Apache Giraph (variant 0.2). Apache Giraph [15] is a youthful, 

open-source usage of the BSP model for chart preparing in the cloud environment. All projects for Giraph were 

composed as a Hadoop occupations on the grounds that Giraph dispatches BSP specialists inside of mappers and 

after that uses Hadoop RPC to empower laborers correspond with one another.  

 

To look at the MapReduce and BSP approaches four separate datasets were utilized: tele, tele_small, 

youtube and twitter. The tele dataset is a system of telecom customers constructed more than three months 

history of telephone calls from one of the main European telecom organization. The crude dataset used to 

develop the system comprised of around 500 000 telephone calls and more than 16 million one of a kind clients. 

Separated system was manufactured utilizing the exercises of customers performing brings in the two most well 

known from 38 duties. Another dataset, tele_small, was formed in light of the following two most basic taxes. In 

both datasets clients were checked with the observational likelihood of the levies they utilized,  

 

to be specific, the entirety of out coming telephone call lengths of time in a specific levy was isolated by 

condensed term of full scale coming calls. 

 

 
Fig. 3. Performance of Relational 

 

7. Conclusions and further work 

Three principle ways to deal with parallel handling of chart information, in particular: (i) MapReduce 

(MR), alongside (ii) its expansion in view of guide side joins (MR2) and also (iii) the Bulk Synchronous Parallel 

(BSP) were analyzed in the paper. Two chart issues that can be understood by method for iterative calculations 

were executed and tried independently for the above three methodologies: estimation of the lengths of single 

source most brief ways (SSSP) and also Relational Influence Propagation (RIP) utilized for aggregate 

characterization of diagram hubs. The trial studies on four substantial chart datasets with distinctive profiles 

uncovered that the Bulk Synchronous Parallel methodology beats different arrangements (MR and MR2) for all 

datasets and all tried iterative diagram issues. The BSP model, regardless of its generally youthful usage, 

worked even up to one request of extent quicker than the MapReduce-based methodologies. The prevalence of 

BSP was more prominent for telecom information as opposed to for twitter information (analyze Fig. 10(a,e) 

with Fig. 10(d,h)). The increment over this limit does not bring about speedier preparing. It is noticeable 

particularly for MapReduce arrangements (MR and MR2). This marvels was brought on by the need of more 

broad information trade on account of a bigger number of parallel machines. By and by, MapReduce can in any 

case remain the main develop enough option for parallel handling of chart calculations on immense datasets. It 

results from the principle BSP constraint: the high memory prerequisites—all the information utilized for 

neighborhood handling as a part of BSP must fit in the nearby memory. 

 

 

REFERENCES 



2
nd

 National Conference On Developments, Advances & Trends in Engineering Science [NC- DATES2K16] 

CMR ENGINEERING COLLEGE, Kandlakoya (V), Medchal Road, Hyderabad-501401                      25 | Page 

[1]. Lumsdaine, D. Gregor, B. Hendrickson, J. Berry, Challenges in parallel graph 

[2]. processing, Parallel Process. Lett. 17 (1) (2007) 5–20. 

[3]. G. Malewicz, M. Austern, A. Bik, J. Dehnert, I. Horn, N. Leiser, G. Czajkowski, Pregel: a system for 

large-scale graph processing, in: Proceedings of the 2010 International Conference on Management of 

Data, SIGMOD’10, ACM, New York, NY, USA, 2010, pp. 135–146. 

[4]. S. Yang, B. Wang, H. Zhao, B. Wu, Efficient dense structure mining using MapReduce, in: ICDM 

Workshops’09, IEEE Computer Society, 2009, pp. 332–337. 

[5]. J. Lin, M. Schatz, Design patterns for efficient graph algorithms in MapReduce, in: Proceedings of the 

Eighth Workshop on Mining and Learning with Graphs, MLG’10, ACM, New York, NY, USA, 2010, 

pp. 78–85. 

[6]. J. Lin, C. Dyer, Data-Intensive Text Processing with MapReduce, in: Synthesis Lectures on Human 

Language Technologies, Morgan & Claypool Publishers, 2010. 

[7]. Y. Bu, B. Howe, M. Balazinska, M. Ernst, Haloop: efficient iterative data processing on large clusters, 

Proc. VLDB Endowment 3 (1–2) (2010) 285–296. 

[8]. U. Kang, C. Tsourakakis, C. Faloutsos, Pegasus: a peta-scale graph mining system implementation and 

observations, in: Proceedings of the 2009 Ninth IEEE International Conference on Data Mining, 

ICDM’09, IEEE Computer Society, Washington, DC, USA, 2009, pp. 229–238. 

[9]. [Y. Zhang, Q. Gao, L. Gao, C. Wang, iMapReduce: a distributed computing framework for iterative 

computation, J. Grid Comput. 10 (1) (2012) 47–68.  

[10]. R. Chen, X. Weng, B. He, M. Yang, Large graph processing in the cloud, in: Proceedings of the 2010 

International Conference on Management of Data, 

[11]. SIGMOD’10, ACM, New York, NY, USA, 2010, pp. 1123–1126. 

[12]. E. Elnikety, T. Elsayed, H. Ramadan, iHadoop: asynchronous iterations for MapReduce, in: 

CloudCom’11, 2011, pp. 81–90. 

[13]. L. Valiant, A bridging model for parallel computation, Commun. ACM 33 (8) (1990) 103–111. 

[14]. T. Kajdanowicz, W. Indyk, P. Kazienko, J. Kukul, Comparison of the efficiency of MapReduce and 

bulk synchronous parallel approaches to large network processing, in: Proceedings of the ICDM 2012 

Workshops, The Second IEEE ICDM Workshop on Data Mining in Networks, ICDM’2012, IEEE 

Computer Society, New York, NY, USA, 2012, pp. 218–225. 

[15]. T. White, Hadoop: The Definitive Guide, O’Reilly, 2010.  

[16]. D. Krizanc, A. Saarimaki, Bulk synchronous parallel: practical experience with a model for parallel 

computing, in: Proceedings of the 1996 Conference on Parallel Architectures and Compilation 

Techniques 1996, 1996, pp. 208–217. 

[17]. Apache Giraph,  

 


